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Preface

This document serves as the revised version of the Government’s Functional and Performance
Requirements Specification for ECS. It represents the proposed Contractor’s baseline for the
EOS Project CCB-controlled ECS Requirements Specification. Proposed changes to the current
baseline of the document are identified via text mark-ups and change bars (text markups: to
textual matter using bolding for additions and strikeouts for deletions, figure markups: via
change bars only).

Since proposed requirement moves and deletions involve the use of strikeouts, additional
annotation, following each change, is provided to remove the ambiguities. Where there are
proposed requirement deletions, a “deleted” annotation follows the requirement. Where the
requirements are moved, additional annotation follows the deleted requirement and provides
information indicating where it is moved to.

For all changes, consisting of paragraph text wording and requirement moves, deletions,
modifications, splits, and derivations, a change rationale is provided in the form of a table with
entries for each requirement modified. In addition to this table, change summary information is
also provided. This information is enclosed in Appendix F.

Requirement to system release mapping is provided in Appendix G.

This document is a formal contract deliverable with an approval code 1. It requires Government
review and approval prior to acceptance and use. Changes to this document also require
Government approval prior to acceptance and use. Changes to this document shall be made by
document change notice (DCN) or by complete revision.

Once approved, this document shall be under ECS Project Configuration Control. Any questions
or proposed changes should be addressed to:

Data Management Office

The ECS Project Office

Hughes Applied Information Systems, Inc.
1616A McCormick Dr.

Landover, MD 20785
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1. Introduction

The Earth Observing System Data and Information System (EOSDIS) as the National
Aeronautics and Space Administration’s (NASA) overall Earth Science discipline data system
will provide the ground system for the collection and analysis of science data to support
scientists in resolving the dynamics of the Earth’s components and the processes by which they
interact. As a part of the Earth Observing System (EOS) Program, EOSDIS will support: the
planning, scheduling, and control of the EOS series of spacecraft; exchanging commands, data,
and algorithms with the European Space Agency (ESA), Japan, Canada, the National Oceanic
and Atmospheric Administration (NOAA), and any other non-NASA entities involved in the
overall EOS mission; the coordination of these activities with other data gathering systems; and
the transformation of the observations into physical variables, providing for higher levels of
processing and presenting the data to users in forms that facilitate and stimulate interactive
scientific research. EOSDIS will support NASA Earth Probe (i.e., non-EOS NASA Earth
science flight projects) missions and will add to its data base other selected non-EOS data that
are required for use in conjunction with EOS data. EOS, Earth Probe, and other selected non-
EOS data and products will be cataloged, archived, and be retrievable in a manner that supports
the scientist in developing a better understanding of the way the earth functions. The portion of
EOSDIS specified in this document for Phase C/D design and development is called the EOSDIS
Core System (ECS).

The ECS is based on the functional and performance capabilities required by the baseline
EOSDIS design, i.e., the acquisition, processing, storage, and distribution of the data acquired by
the EOS spacecraft; the incorporation of selected non-EOS data sets, specifically data sets
produced by sources other than EOS instruments that complement data from EOS instruments in
supporting NASA'’s Earth science research program; and the development of a comprehensive
data and information management system.

The ECS shall will provide full support as defined in this document for the EOS series spacecraft
and its complement of instruments. The ECS shall will be expandable to include full support for
NASA EOS program instruments flown aboard NASDA and ESA spacecraft as part of the
overall international Mission to Planet Earth effort.

In addition to fully supporting EOS series, the ECS will provide information management and
data archive and distribution functions for all other NASA Earth science flight missions, NASA
instruments flown on non-NASA flight missions, and for all other NASA held Earth science
data. This shal will include:

a. Existing data held by NASA to be migrated from EOSDIS Version 0, implemented
outside the scope of the ECS contract. This data will include data from past and then
current NASA Earth science flight missions and other Earth science data held by NASA
to support its overall Earth science research program. The ECS contract will include
within its scope a level of effort task to support migration of data and metadata into the
ECS.
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b. Data from NASA Earth science flight missions, collectively known as “Earth Probes,”
that will deliver data to the ECS after their information management and data archive and
distribution functions become operational. This shall will include missions on-going as
ECS is implemented as well as new missions, such as the Tropical Rainfall Measuring
Mission (TRMM), that begin after the ECS is implemented.

c. Data from NASA instruments flown on non-NASA spacecraft whose missions are on-
going or begin after the ECS is implemented.

Section 3.3, ECS Data, provides additional information.

This specification establishes the architectural, operational, performance, and functional
requirements for the ECS to provide the direction for the Phase C/D design and development.

1.1 Scope

This specification contains the functional and performance requirements of the ECS. The ECS
will be an evolutionary development. This specification is the baseline from which the ECS will
evolve.

The detailed ECS functional and performance requirements are allocated to specific elements,
according to a conceptual architecture, to aid and clarify the presentation of the total ECS
requirement. This initial allocation of requirements is not to be considered restrictive of the final
system architecture and design. Functional and performance requirements specified at the
element level shall will be considered system level requirements if the final architecture and
design requires multiple elements to satisfy the requirement.

1.2 Document Organization
The document is structured into eight sections plus appendices:

* Section 1, Introduction — Introduces the capabilities of EOSDIS, the purpose, content and
structure of the ECS Functional and Performance Requirements Specification.

* Section 2, Applicable and Reference Documents — Lists the set of Government and non-
Government documents which form a part of this specification and which are referenced
in the Functional and Performance Requirements Specification.

+ Section 3, Overview of EOS and EOSDIS - Presents an overview of the EOS mission,
EOS Instruments, EOS and non-EOS data, the Science/User Community and the role of
EOSDIS within the mission objectives.

» Section 4, EOSDIS Core System Description — Presents an overview of the EOSDIS
Core System architecture which provides a basis for the requirements specification. A
description of the internal interfaces and major external interfaces is presented along with
a high level description of the data flows between the ECS elements and the supporting
external facilities.

» ~ Section 5, ECS System-Wide Requirements — Discusses the requirements allocated to the
ECS end-to-end system. The system-wide operational, functional, and performance
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requirements are specified. In addition, overall system-wide Security, Reliability,
Maintainability, and Availability (RMA), and ECS external interface requirements are
included in this section.

» Section 6, Flight Operations Segment (FOS) — Presents a description of the FOS and
defines the requirements necessary to establish the ground-based control of the EOS
spacecraft and instruments. The ECS elements which are part of FOS are the EOS
Operations Center (EOC) and the Instrument Control Center (ICC).

* Section 7, Science Data Processing Segment (SDPS) — Presents a description of the
SDPS and defines the requirements necessary to establish the ECS science data
processing capabilities. The ECS elements which are part of SDPS are the Distributed

Active-Archive-Center (DAAC)-and-the distributed Information Management System

(IMS), Fhe-DAAC-is-comprised-of two-major-sub-elements— the Product Generation
System (PGS) and the Data Archive and Distribution System (DADS). A DAAC, or

Distributed Active Archive Center, is a facility where components of the SDPS are
delivered.

» Section 8, Communications and System Management Segment (CSMS) — Presents the
concepts, architecture and requirements necessary to define the System Management
Center (SMC) and the EOSDIS Science Network (ESN).

» Appendices — Contains appendices to the ECS Functional and Performance Requirements
Specification as follows:

* Appendix A: Glossary — Contains the glossary for the ECS Requirements Specification
and Statement of Work (SOW).

* Appendix B: Acronyms — Contains the list of acronyms for the ECS Requirements
Specification and SOW.

* Appendix C: Data Volumes and Assumptions — Contains tables of data volumes for the
spacecraft, instruments, and DAACs.

* Appendix D: EOS Instrument Manifest — Contains a table of instruments residing on the
spacecraft.

» Appendix E: Non-EOS Data Requirements Summary — Identifies the types and sources
of non-EOS data that are used in the interpretation or validation of data from EOS
instruments.

1.3 Traceability

This document contains requirements with unique requirement identifiers to aid in the upward
and downward tracing of requirements. An attempt was made to ensure that each unique
requirement was written as a “shall” statement and was assigned an identifier. Additional

information is contained in “free form textual” descriptions. Fhis—specification—should-be
considered-in-its-entirety:
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described in the SOW, the ECS contractor will performed a requirements analysis and make
made recommendations for additional (or the deletion and modification of) requirements.

1.4 Expandability

This specification describes the performance requirements with which the ECS shal will comply
during the period of performance of the contract. This specification also describes certain
requirements for expandability or future expansion beyond those performance requirements with
which the ECS must comply during the period of performance of the contract. These
requirements may be added to the ECS during the period of performance of the contract. The
methodology for expandability and future expansion is described in the ECS Systems
Engineering Plan (DID 201/SE1), where the ECS System Implementation Plan (DID
301/DV1) details the implementation process. Therefores-the The design, implementation, and
maintenance and operations of the ECS must eontain—the-hooks—neeessary—to permit such
expansion. Unless explicitly limited to expandability or future expansion, the terms “shall,”
“shall provide the capability,” “shall have the capability,” and “shall be capable” shall will be
interpreted identically and mean that the function, service, capacity, etc. described is a mandatory
and current requirement for the baseline ECS with which the contractor must comply during the
period of performance of the contract.

1.5 Design Goals

This specification also describes certain design goals that ensure adequate design margins exist
for key performance requirements. Adherence to design goals shall will be demonstrated by
modeling, simulation, and/or analysis as part of the design review process and the as-built
configuration audit process. System acceptance shall will be based only on specified
requirements and not design goals. ‘
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2. Applicable and Reference Documents

2.1 Applicable Documents

Applicable Documents (ADs) are those specifications, standards, criteria, etc. used to define the
requirements of this specification. In the event of a conflict between an AD and this
specification, this specification takes precedence. Should a conflict occur among ADs, the
Contractor shall request resolution from the Contracting Officer. ADs shall be considered firm
requirements and are binding on the Contractor. The following are applicable documents to this

specification.

2.1.1 NASA and GSFC Documents

DOCUMENT NUMBER & DATE DOCUMENT TITLE

1. 541107.-5/90
2. 420-05-03, 6/15/91
3. NHB 2410.1D, 4/85

4. NHB 2410.9, 9/90
5. NMI 2410.7A, 7/88

NASA-STD-2100-91; 7/29/91

7. NMI 8610.22, 12/89

-
NASA“Q"“*F ) le' *ea**f *S*&GN.lasee]. F)-fheeess

Performance Assurance Requirements for the EOS
Data and Information System.

Privacy and Security for Automated Information
Processing Resources

Automated Information Security, Volume I

Assuring the Security and Integrity of NASA
Automated Information Resources

NASA Software Documentation Standard,
Software Engineering Program

National Resource Protection Program; Annex A;
Consolidated Resource Listing (11/90)

2.1.2 Handbooks, Standards and Military Specifications
DOCUMENT NUMBER & DATE DOCUMENT TITLE

1. ANSI/X3.159-1989
2. ANSI/X3.9-1978
3. FIPS PUB 146-1

21601AU93

C Programming Language Standard
FORTRAN Programming Language Standard

Government Open System Interconnect Profile
(GOSIP) :
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4. FIPS PUB 151, 9/88

5. IEEE 1003.1-1988

6. 1EEE 1003.2-1988

7. IEEE 1003.5-1988

DOCUMENT NUMBER & DATE
8. IEEE 1003.6-1988

9. IEEE 1003.8-1988

10. IEEE 1003.9-1988

11. MIL-HDBK-472, 5/66
12. MIL-STD-470A, 1/83

13. MIL-STD-1815-A, 1/83

14. Unnumbered, 7/90

15. MIL-HDBK-217EF

2.2 Reference Documents

POSIX: Portable Operating System Interface for
Computer Environments

Portable Operating System Interface for Computer
Environments (POSIX) Standard for System
Interface

Portable Operating System Interface for Computer
Environments (POSIX) Standard for Shell and
Tools

Portable Operating System Interface for Computer
Environments (POSIX) Standard for Ada Language
Bindings

DOCUMENT TITLE
Portable Operating System Interface for Computer

Environments (POSIX) Standard for Security
Extension

Portable Operating System Interface for Computer
Environments (POSIX) Standard for Networking

Portable Operating System Interface for Computer
Environments (POSIX) Standard for FORTRAN
Language Bindings

Maintainability Prediction

Maintainability Program for Systems and
Equipment, Task 104

Department of Defense, Ada Language Reference
Manual

National Computer Systems Laboratory (NCSL)
Bulletin, Guidance to Federal Agencies on the Use
of Trusted Systems Technology

Reliability Prediction of Electronic Equipment

Reference documents are those documents included for information purposes; they provide
insight into the operation, characteristics, and interfaces of the EOSDIS, as well as relevant
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background information. The Contractor is bound by these documents to the extent specified in
this specification or in its applicable documents. The following are reference documents to this
specification.

DOCUMENT NUMBER & DATE DOCUMENT TITLE

1.

2. CCSDS 200.0-G-6, 1/87
DOCUMENT NUMBER & DATE
3. CCSDS 201.0-B-1, 87
4. CCSDS 202.0-B-1, 87
5. CCSDS 202.1-R-3, 4/90
6. CCSDS 203.0-B-1, 87
7. CCSDS 301.0-B-2, 4/90
8. CCSDS 701.0-B-1, 10/89
9. 420-03-04, 12/10/91
10. OMB Circular # A-127, 12/84
11. OMB Circular # A-130, 12/85
12. Unnumbered, 12/90
13. Unnumbere.d, 8/90
21601AU93

Announcement of Opportunity Earth Observing System (EOS) Background

No. OSSA-1-88, 88

Information Package (BIP), NASA

Report Concerning Space Data System Standards;
Telecommand, Summary of Concept and Service,
Consultative Committee for Space Data Systems,
Washington, DC

DOCUMENT TITLE

Recommendation for Space Data System Standards;
Telecommand, Part 1: Channel Service -
Architectural Specification, Consultative Committee
for Space Data Systems, Washington, DC

Recommendation for Space Data System Standards;
Telecommand, Part 2: Data Routing Service —
Architectural Specification, Consultative Committee
for Space Data Systems Washington, DC

Recommendation for Space Data System Standards;
Telecommand, Part 2.1: Command Operation
Procedures, Consultative Committee for Space Data
Systems, Washington, DC

Recommendation for Space Data System Standards;
Telecommand, Part 3: Data Management Service —
Architectural Definition, Consultative Committee
for Space Data Systems, Washington, DC

Time Code Formats, Consultative Committee for
Space Data Systems, Washington, DC

Recommendation for Space Data System Standards;
Advanced Orbiting Systems, Networks and Data
Links: Architectural Specification, Consultative
Committee for Space Data Systems

Earth Observing System (EOS) Program, Level 1
Requirements

Financial Management Systems
Management of Federal Information Resources

The Earth Observing System Ground System and
Operations Project Level 3 Requirements,
Preliminary

Interface Definition Document for the Earth
Observing System Data and Information System
(EOSDIS) Core System, GSFC, Preliminary
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14.

15.
16.

17.

18.

DOCUMENT NUMBER & DATE
19.

20.
21.
22.
23.
24.

25.

26.

27.

28.
29.
30.
31.
32.
33.

21601AU93

Unnumbered, (DRAFT) 9/90

Unnumbered, 8/90
Unnumbered, 11/84

Unnumbered, 87-88

Unnumbered, 2/90

Unnumbered, 5/90
Unnumbered, 8/90
Unnumbered, 9/90

DELETED

560-EDOS-0202.0004,
11/23/92

CFR 36, 7/1/87, Part 1234

NBS Special Publication
No. 500-101 (6/83),
NBS.NIST

Unnumbered, 1990

National Archive Technical
Information Paper No. 8, 6/90

March 1993

ISO 7498, 1984

ISO 7498-4, 11/88
ISO DIS 10040, 9/90
ISO 9040, 11/90
ISO 9041, 11/90
ISO DIS 9594, 7/90

EOS Ground System and Operations Project
Standards and Guidelines for Science Data
Processing Software

MO&DSD Automated Information System Security
Policy, GSFC

General Accounting Office, (GAO) Title 2 -
Accounting and Title 3 - Audit

USGS/NMD/EROS Data Center Distributed
Ordering, Research, Report and Accounting
Network Requirements

Science Data and Information System Requirement,
TRMM

DOCUMENT TITLE

Science Operation Concepts and Data Processing
Scenarios Document, TRMM

Science Data and Information System Architecture
Requirement, TRMM

Design Specification Requirements for TRMM
Science Data and Information System

Earth Observing System (EOS) Data Operations
System (EDOS) Functions and Performance
Specification

ADP Records Management, National Archives and
Records Administration

S. B. Geller, Care and Handling of Computer
Magnetic Storage Media

Managing Electronic Records, NARA Instruction
Guide Series

A National Archives Strategy for the Development
and Implementation of Standards for the Creation,
Transfer, Access, and Long-Term Storage of
Electronic Records of the Federal Government

EOS Reference Handbook

OSI Basic Reference Model

OSI Management Framework

OSI Systems Management Overview
Virtual Terminal Service — Basic Class
Virtual Terminal Protocol — Basic Class
OSI Directory Services
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MOVED -- in part from Section 2.1.2

2.3 Science Reference Documents

The following documents are generated by the science community for reference only.

DOCUMENT NUMBER & DATE DOCUMENT TITLE

1.

6.

DOCUMENT NUMBER & DATE

7. Unnumbered, undated

8.

21601AUS3

Unnumbered, 89

Unnumbered, 89

Unnumbered, 5/90

Unnumbered, 8/90

. Unnumbered, 90

Unnumbered, 90

To be published

Science Advisory Panel for EOS Data and
Information, Initial Scientific Assessment of the EOS
Data and Information System (EOSDIS), EOS-89-1,
43 pp., NASA Goddard Space Flight Center,
Greenbelt, MD

Dutton, J. A., The EOS Data and Information
System: concepts for design, IEEE Transactions on
Geoscience and Remote Sensing, 27, 109-116

Dozier, J., Looking Ahead to EOS: The Earth
Observing System, Computer in Physics

National Aeronautics and Space Administration,
Early-EOSDIS Program Plan, NASA Headquarters,
Washington, D.C.

Planning for the EOS Data and Information System,
J. Dozier and M. Ramapriyan, NATO ASI, (In
Press)

Earth Observing System Reference Handbook,
NASA (GSFC)

DOCUMENT TITLE

A preliminary EOS Investigator Software System
Development Roadmap, B. Barkstrom and J.
Dozier, Draft

A User Model for EOSDIS, B. Barkstrom
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3. Overview of EOS and EOSDIS

This section presents background information on the EOS mission and EOSDIS. It is intended to
provide a synoptic look at EOSDIS in the context of the EOS program and to address the
assumptions and constraints affecting the EOSDIS Core System (ECS) architecture and
specifications.

3.1 EOS Mission

EOS is a long-term, interdisciplinary, and multidisciplinary research mission to study global-
scale processes that shape and influence the Earth as a system. An objective of the EOS mission
is to provide the long-term observations and the supporting information necessary to develop a
comprehensive understanding of the way the Earth functions as a natural system. This includes
the interactions of the atmosphere, oceans, cryosphere, biosphere, and solid Earth, particularly as
they are manifested in the flow of energy through the Earth system, the cycling of water and
biogeochemicals, and the recycling of the Earth’s crust driven by the energy of the interior of the
Earth. The comprehensive global approach to the study of these processes has been termed Earth
System Science and has a strong focus on the development of the capability for accurate
prediction of the future evolution of the Earth system on time scales of decades to a century.

The EOS mission objectives will be accomplished through the provision of:

a. An observing system to provide the full set of essential, global Earth science data
available from low Earth orbit on a long-term, sustained basis and in a manner which
maximizes the scientific utility of the data and simplifies its analysis;

b. A comprehensive data and information system to provide the Earth science research
community with easy, affordable, and reliable access to the EOS and other appropriate
Earth science data;

¢. An integrated scientific research program to investigate processes in the Earth system and
improve predictive models.

The EOS program is international and interagency in scope. The acquisition of new global
science data will be accomplished by the integration and launch of instruments on the spacecraft
developed by NASA, the European Space Agency (ESA), and the Japanese National Space
Agency (NASDA).

The National Oceanic and Atmospheric Administration (NOAA) will be flying its operational
instruments on the first ESA spacecraft as well as on its own free-flyer series and will maintain
the data in a database which will be interoperable with the ECS databases. A Memorandum of
Understanding between NASA and NOAA defines NOAA'’s role and its major responsibilities as
an active participant in the EOS Program. NOAA data products will be made available to
EOSDIS for distribution to requesting investigators. It is also currently envisioned that some
instrument data from the EOS spacecraft will be routed directly to NOAA by the Earth
Observing System (EOS) Data and Operations System (EDOS).
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EOS together with EOSDIS is a complete research and information system capable of acquiring
and maintaining long-term, calibrated, time-series data bases of Earth observations and providing
access to non-EOS data and research results obtained using EOS data.

The EOS spacecraft, instruments, and the overall program are described in the EOS Reference
Handbook.

3.2 EOS Instruments
Please see the EOS Reference Handbook.

3.3 ECS Data

In this specification, “ECS data” is defined as all data, from whatever source, that will be
ingested, cataloged, archived, and distributed by the ECS, and therefore for which the ECS shall
will provide information management and archive and distribution functions as described in
Section 7 of this specification.

In this specification, all NASA non-EOS Earth science flight missions, or non-NASA missions
on which NASA will fly instruments, are referred to as “Earth Probes.” The ground systems
external to ECS which provide product generation, principal investigator support, and short term
storage are called Earth Probe Data Systems (EPDSs).

The term “non-ECS data” refers to all data held externally to the ECS, by Affiliated Data Centers
(ADCs), Other Data Centers (ODCs), or Science Computing Facilities (SCFs). In some cases the
ECS will facilitate access to these data.

3.3.1 EOS Spacecraft and Instrument Data and Products
Data and products from the EOS series are referred to in this specification as “EOS data and
products,” and are described in Appendix C.

3.3.2 3.3.3Data from EOS Instruments on International Partner Polar Spacecraft

The ECS shall will be designed to be expandable to provide information management and data
archive and distribution functions for EOS instruments flown aboard International Partner (IP)
Polar Spacecraft.

3.3.3 3.3.4NASA Earth Science Data Held by EOSDIS Version 0

As ECS is implemented and EOSDIS Version 0 is phased out, selected Version 0 data will be
migrated from Version 0 to the ECS. NASA will select these data on the basis of science
priorities and available resources.

Version 0 data will include data from past NASA flight missions, data from some Version 0 time
frame NASA Earth Probe and non-NASA missions, and other correlative remotely sensed and in
situ data acquired by NASA.
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3.3.4 3.3.5Pre-ECS Earth Science Data

Pre-ECS Earth Science data (from Version 0 and other existing data systems) will include data,
selected by NASA on the basis of science priorities and available resources, from the following
Earth Science Missions.

Spacecraft Instruments
Meteor-3 TOMS

UARS various

TOPEX ALT, GPS, TMR
ocM SeaWiFS

Ozone Explorer TOMS

ADEOS TOMS, NSCAT
Landsat (1-6) MSS, T™M, ETM

3.3.5 3.3.60ther Mission to Planet Earth Data

Data, products, and metadata from then ongoing and subsequent new Earth science missions,
including those listed in the preceding section that are still active and new Earth science missions
including the Tropical Rainfall Measuring Mission (TRMM), and Landsat-7 may be selected by
NASA for incorporation into the ECS. The ECS will receive these data, products, and metadata
from the mission unique data systems.

3.3.6 3-3.7Data from Non-NASA Earth Science Flight Missions

The ECS will ingest and provide information management and archive and distribution functions
for selected data, products, and metadata from ongoing and subsequent new non-NASA Earth
science flight missions in which NASA participates. These will be primarily international
missions that involve NASA participation in cooperative ground data handling, and/or that
provide data critical to NASA’s Earth science research program. These will include data from
the following missions:

Spacecraft Instruments
ERS-1 SAR
JERS-1 SAR
ERS-2 SAR
RADARSAT SAR
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3.3.7 3.3.8Correlative Data

The ECS shall will be-eapable-of ingesting and proeviding provide information management and
archive and distribution functions for selected correlative data required to support NASA'’s Earth
science research program, including non-NASA satellite and in situ data required for EOS
product generation or quality assessment and validation.

3.4 Science/User Community

The EOSDIS user community includes three major categories of users, (1) EOS investigators, (2)
non-EOS-affiliated science users, and (3) other users. The EOS investigators include the 551
investigators funded or approved by EOS for instrument development and scientific
investigations. The EOS investigators support staff also fall into this category. Non-affiliated
science users include Earth science researchers at U.S. and foreign government agencies and
universities. Examples of other users of EOSDIS include those involved in acquiring data for
policy planning, for industrial and commercial applications (e.g., timber or petroleum industry)
or for monitoring and analyzing EOSDIS systems usage, capabilities, and performance. ECS
user support staff will use the system to assist users in acquiring data sets of interest.

EOS data policy will help transcend the traditional boundaries of access to mission data for these
groups. EOSDIS will make EOS data and information available to the community without a
waiting period in which the data are considered proprietary. Investigators using data are
expected to contribute products back to EOSDIS, so that the data and information base
maintained by EOSDIS will grow in size and science value over time.

3.4.1 EOS Investigators
There are three types of EOS-funded science investigators:

Instrument Investigators [a single Principal Investigator (PI) plus Co-Investigétors
(Co-Is)];

Research Facility Instrument Teams [a single Team Leader (TL) plus Team Members
(TMs)]; and

Interdisciplinary Investigators [a single PI and Co-Is].

Instrument Investigations are performed by a group of scientists interested in investigations
which include the design, development, test, calibration, operation, algorithm development, and
data analysis for Earth observing instruments. These scientists, under the leadership of the P,
will plan and conduct research, reduce, analyze and interpret data, and publish their results. The
PI will ensure that the experiment definition, instrument design and development, planning and
support of mission operations, and data validation, quality control, analysis, and publication are
successfully carried out. The Co-Is will assist the PI in meeting his responsibilities and will
participate in the group’s operation as defined in a Science Management Plan.

A Research Facility Instrument Team consists of selected scientists who are interested in
investigations which make use of one of the Research Facility Instruments being developed by
the EOS Project, and who can contribute substantially to guiding its design, development, test,
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calibration, operation, data reduction, or algorithm development. The Research Facility
Instrument Team Members (TMs) will function in a manner similar to Co-Is on an instrument
investigation. Each team will be organized under the direction of a Team Leader (TL). The TL
will have primary responsibility for the conduct of the Team’s Investigation as well as direction
of Team activities.

An Interdisciplinary Investigation is conducted by a group of scientists interested in the analysis
and interpretations of data from EOS instruments as well as data from other sources. The
purpose of this type of participation is to exploit the synergistic nature of the EOS experiments to
assure that the multidisciplinary scientific tasks of EOS are adequately addressed, to help guide
the development of EOSDIS and to provide a strong theory and data analysis perspective to
mission planning. In addition to analyzing data, these investigations may include the
development of theoretical models whose capabilities and results would be made available to the
EOS investigator community. The interdisciplinary investigators, under the leadership of the PI,
will plan and conduct the research, analyze and interpret EOS and non-EOS data, and publish
their results.

The range of disciplines contained in this portion of the science/user community covers the
atmosphere, biosphere, cryosphere, hydrosphere, and solid Earth. Within the user community
there are two major orientations, the instrument-oriented user and the discipline-oriented user.
The instrument-oriented user is usually a remote sensing scientist concerned with how best to use
the data from a given instrument to learn more about the environment. This user will be
particularly interested in how best to calibrate “his” the instrument and validate its data
products. He The user will also be interested in developing new sensing techniques. The
discipline-oriented user will usually be a PI or Co-I associated with an interdisciplinary science
team. His Their interest is more likely to involve use of data from multiple instruments to tackle
a science problem.

Within the discipline-oriented users, there is a further important distinction between investigators
interested in global data sets and investigators oriented towards regional data. The two
geographic interests are important for such data operations as subsetting and data examination.
A global investigator is likely to want overviews and latitudinal averages as part of his searches
for meaningful data. A regional investigator is likely to want to look at small portions of the
Earth with many different kinds of data. He The investigator will need subsets of many of the
standard data products. Design of the EOSDIS should also take into consideration that several of
the discipline-oriented investigations involve global modelling. This activity requires a large
number of diverse inputs and large volumes of data are generated by running the model.

EOS investigators and their staff will have different levels of familiarity with computer
investigations of data and data retrieval technology. They will also have different preferences for
their method of interacting with the EOSDIS in searching for and ordering data. Although a
continuum of experience and knowledge is likely to be present, instrument-oriented investigators
are likely to be focused on their instrument data and similar kinds of data in EOSDIS, whereas
discipline-oriented investigators are likely to be less familiar with the full range of data that
might apply to their work. Furthermore, instrument-oriented investigators are likely to be data
producers; discipline-oriented investigators are likely to be data users. These distinctions have
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important ramifications for the organization of the data and metadata, and for the work done by
the EOSDIS Information Management System (IMS).

3.4.2 Non-EOS Affiliated Science Users

The user community of the EOSDIS is broad (see “A User Model for EOSDIS,” B. Barkstrom).
It extends past the boundary of mission-selected research scientists (the TLs, TMs, Pls, and
Co-Is) associated with a particular instrument or research investigation. EOS data and
information will be used by the broader operational and research communities, including such
groups as U.S. and international operational agencies and the international Earth science research
community at academic and government institutions. Fittingly for a science program studying
global processes, the EOSDIS user base will be global in nature, spanning not only U.S. and IP
investigator teams, but the general international science community as well.

Researchers at academic and governmental institutions who are not affiliated with the EOS
Program will be able to access the EOSDIS catalogs and order EOS and related data products. In
particular, the EOS data system will provide access to data for research programs of other U.S.
Government agencies (e.g., U.S. Geological Survey, NOAA, and the National Forest Service).

Non-EOS affiliated science users will include on their application for resources an abstract of the
work to be done, their university or corporate affiliations, funding agencies, and fields of
scientific research. These users will also indicate whether the EOS data and EOSDIS services
will support such activities as non-profit scientific research, industrial research, operational
forecasting, regulatory or law enforcement, or producing engineering requirements for future
observation systems.

During the early years of this effort, these users are likely to be drawn from the pool of existing
customers of Earth science data, including the Climate, Land, and Ocean Data Centers, as well as
users of the Landsat and SAR data bases. As EOSDIS develops, this portion of the user
community should expand.

In contrast with the EOS investigators, many of the non-EOS affiliated science users will have a
much greater need for a user-friendly data search capability and extensive help features. These
users will likely become the dominant community when EOS data are being produced on an
operational basis, after validation.

3.4.3 Other Users

Other users constitute a population with more diverse characteristics than the two categories
listed previously. These users can be further subdivided into the following groups:

» Policy makers and implementers

« EOSDIS and EOS managers

» EOSDIS development and operations personnel
« External system developers and tool developers

e Small data set users
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» Commercial/applications users

+ Educational users

Policy makers and implementers include such groups as Congressional staff, and employees or
consultants for state and local planning organizations. These users are expected to want to use
EOS data for examining the current situations under their jurisdictions.

EOSDIS and EOS managers will interact with EOSDIS for such purposes as obtaining
accounting information, analyzing system use and user profiles, and measuring other statistical
information that will aid in managing and planning EOS and EOSDIS. These users will likely
often be required to generate system wide reports related to system usage and data holding for
NASA management and budget authorities.

The EOSDIS development and operations personnel will access EOSDIS to test and tune the
components of the system and to carry out daily operations and maintenance. In addition, the
user support staff will access the IMS component to assist science users in searching metadata
and ordering data.

External system developers include consultants and other individuals developing systems outside
the EOS data use activity who wish to gain insights from the EOSDIS design. Such users are
likely to want to try all elements of the system, but will not have a serious long-term use for the
data, since their interests lie in the development of systems involving other kinds of data.

Tool developers and users are individuals who wish to explore ideas for data manipulation and
visualization. These individuals are not likely to use large amounts of data. Rather, they will
work with a small amount of data repeatedly. These individuals are usually quite competent at
computer programming.

Small data users are individuals who want only a small amount of data for illustrative purposes
in a scientific research paper. The amount of data they desire is likely to fit in a current floppy
disk file. They would prefer to have the data in ASCII format so that they can read it with a
microcomputer.

Users of EOS data for commercial and engineering applications are a potentially large and
unknown community. These include traditional users of remote sensing data such as the timber
and petroleum industry who use large quantities of data, but on an ad hoc basis. The NASA AO
for the EOS states: “Data dissemination for commercial purposes will be consistent with
applicable laws of the country which is the lead provider of the instrument or of the research that
produces the data.” Additional users will include diverse groups such as civil engineers who use
remotely sensed data for site selection and modelling, commercial fisheries industry, news
media, and others. It is hard to predict the nature and numbers of these users, however they will
be concerned with the ability to use EOS data in vendor supplied systems (primarily
geographical information systems and image processing systems).

Educational users include various college and, potentially, high school or other users who may
wish to use EOS data and algorithms for teaching purposes. These individuals will likely exhibit
characteristics similar to either tool developers or small data set users depending upon academic
level or study discipline.
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3.5 Science Computing Facilities

Science Computing Facilities (SCFs), located at science investigator facilities, will be used to
develop and maintain algorithms, produce data sets, validate data, and analyze and synthesize
EOS and other data to expand knowledge about the Earth System and its components. The ECS
will provide toolkits for use by scientists at the SCFs. SCFs are outside the scope of this
contract.

3.6 International Partners

EOSDIS also supports interfaces to the IPs who, as major participants in the EOS program,
provide spacecraft, instrument payloads, satellite communications relay, and data acquisition,
processing, archiving, and distribution capabilities. Considerable coordination will be required
to make EOSDIS work on an international scale. Memoranda of Understanding will be signed
between NASA Headquarters and the European Space Agency (ESA), a representative agency in
Japan, and the Canadian Space Agency (CSA) which detail each agency’s participation.

ESA will provide two spacecraft with the first ESA spacecraft carrying NOAA operational
instruments. The Space Technology Agency (STA) of Japan will provide one spacecraft with a
potential for adding subsequent spacecraft. All agencies will exchange data and will support
planning and scheduling, commanding, and operations of instruments on their respective
spacecraft. Instruments from several countries will be carried by U.S. spacecraft, requiring
commanding support as well as data processing and exchange services. U.S. participants will
require data from international payloads on any of the spacecraft and the international
participants will require access to U.S. payload data for their processing and/or investigations.
EOSDIS will also provide for the exchange of data between the U.S. and the many international
databases.

3.7 Operations Concept

The operational EOSDIS can be divided into two major areas of functional responsibility —
Mission Operations and Data Operations.

Mission operations encompass the coordination of operation of EOS instruments, the operation
of the spacecraft and its support systems, and the scheduling and operational use of institutional
services such as the Space Network (SN), the EOS Communications (Ecom) and the Flight
Dynamics Facility (FDF). Mission operations also address the planning, scheduling,
commanding, and operation of the flight instruments. Each instrument’s operations are
constrained to work within the framework of overall spacecraft mission operations and each must
schedule and/or share spacecraft services such as power and communications. Mission
operations are scheduled to meet the objectives of the EOS long term science plan and thus are
focused on the accomplishment of science data acquisition. This function requires determining
and monitoring the health and safety of the spacecraft and payloads and protecting the spacecraft
and payloads from harm caused by the malfunction or misoperation of any payload or system.

Data operations include the receipt of instrument science data via the SN, EDOS, and Ecom; the
routine processing and reprocessing of the instrument data to standard data products; quality
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assuring, accounting, cataloging, and archiving of these data products; the management of data,
metadata, and information; and the distribution of these data products to the user community.
Distribution will be varied: electronic methods may serve for some data sets and data queries;
however, express or regular mail shipment of data on tapes or optical disks may be more cost
effective for larger data sets. Also included in data operations are access to instrument and
spacecraft engineering data, and access to non-EOS data archives. Additionally, the receipt,
archiving, and distribution of non-standard EOS data products from the EOS investigators, and
of data from-the TRMM, Landsat-7 other Earth Probes, and other data sources, are part of data
operations.

3.8 EOSDIS Role

A major key to the success of the EOS mission lies in the successful implementation of the
EOSDIS. This distributed information system will provide access to data from the EOS
instruments, Earth Probe instruments, related data, and to the scientific results of the research
using these data. A fully realized EOSDIS will provide the data management infrastructure for
space-based Earth science research in the 1990s and beyond. The EOSDIS role includes:

Receive, process, store, and manage all data from the mission and research results;

b. Receive, store, and manage data and products from the TRMM mission, Landsat-7
mission, and other NASA Earth Probe missions as they are identified;

c. Provide for the distribution of data to investigators, the exchange among the investigators
of research results, and the information system capabilities, including software, required
to carry out the research;

d. Provide access for the Earth science community to all EOS, TRMM, Landsat-7, and other
Earth Probe data and the data products resulting from research using these data;

e. Provide the planning and scheduling for, and the command and control of, space elements
of the mission.

EOSDIS will provide the capabilities for spacecraft command and control of the NASA
spacecraft with EOS payloads; for instrument command and control for all NASA instruments on
any spacecraft; for having the data processed and active, permanent archiving of data from EOS
instruments, Earth Probe instruments, and selected other data; and for exchanging commands,
data, and algorithms with non-NASA entities involved in the overall EOS mission.

EOSDIS will also provide information on the location and content of Earth science data sets,
provisions for ordering and acquiring new data sets from the spacecraft, acquisition and
processing of standard data sets for use by the user community, obtaining, retaining, and
distributing detailed research results (special data sets) which have made use of EOS data, and
for supporting selected EOS investigations. The EOSDIS must be designed to provide easy
access to EOS, TRMM, Landsat-7, Earth Probe, and other archived data from the beginning to at
least five years beyond the end of the EOS observing mission (i.e., for at least 20 years after the
launch of the first EOS spacecraft).
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EOSDIS is conceived as a complete research information system that incorporates traditional
mission data system facilities, but includes additional capabilities such as well-calibrated, well-
documented long-term data products and direct, on-line electronic data access for EOS
researchers.

Key functional objectives for the overall EOSDIS system include:

Unified and simplified means for accessing and obtaining Earth science data;

b. Prompt access to all levels of data and documentation concerning the processing
algorithms and validation of the data, and to data sets and documentation that result from
research and analyses conducted using the data provided by EOS and Earth Probes;

c. Enabling a distributed community of Earth scientists to interact with data sources and
mission operations from their home facilities;

d. Responsiveness to user needs;

e. Capability for evolution, growth, and adaptation to new sources of data and new data
system technologies.

ECS will provide the basic functionality of EOSDIS as described in Section 4.
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4. EOSDIS Core System (ECS) Description

This section describes the EOSDIS Core System (ECS) in terms of the system architecture,
external interfaces, ECS functionality, and a high-level view of operations.

4.1 ECS Architecture

Because of its size and complexity, the ECS is conceived as a hierarchy of segments, elements,
subsystems, and components. Three ECS segments are defined to support three major
operational areas: flight operations, science data processing, and communications/system
management. The segments are further divided into ECS functional elements to provide the
support required by the operational segments. Subsystems and components are used in the
common sense to refer to the hardware and software systems and equipment supporting the ECS
elements.

The three major ECS segments and their supporting elements are described below and may be
found in Figure 4-1:

a. A Flight Operations Segment (FOS) which manages and controls the EOS spacecraft and
instruments. The FOS elements include:

1) EOS Operations Center (EOC) — GSFC element responsible for mission planning and
scheduling and the control and monitoring of mission operations of the EOS
spacecraft and instruments.

2) Instrument Control Centers (ICCs) — the elements responsible for scheduling,
commanding, and operating the science instruments and for monitoring of instrument
performance. Several ICCs constitute an Instrument Control Facility (ICF).

3) Instrument Support Terminals (ISTs) — investigator-site ECS software to connect a
Principal Investigator (PI) or Team Leader (TL) to an ICC in support of remote
instrument control and monitoring. (Investigator facilities are shown in Figure 4-1
outside the FOS, but connected to it via the ESN.)

b. A Science Data Processing Segment (SDPS) which provides a set of processing and
distribution elements for science data and a data information system for the entire
EOSDIS. The SDPS elements-include consists of:

1) Product Generation System (PGS) - an element which processes data from the
EOS instruments to Level 1-4 data products.
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2)

Data Archive and Distribution System (DADS) - an element which provides
short and long term storage for EOS, and other Earth Observing Missions, and
other related data, software, and results, and distributes the data to EOSDIS
users.

3) Information Management System (IMS) - a distributed data and information
management element and user services suite serviece for the ECS including a catalog
system in support of user data selection and ordering. The IMS will be implemented
in a distributed configuration, with the distribution of IMS functions between the
DAACGs and an IMS coordinating element to be optimized to meet the requirements
of the ECS specification. The IMS must function as a single integrated service from
the point of view of the user, and must present the same comprehensive view of the
ECS from any IMS access node. The distribution of IMS functions must not
compromise the integrity of the IMS as a whole. The inter-agency Global Change
Master Directory (GCMD) for all Earth science data sets, based upon the Master
Directory developed by the National Space Science Data Center (NSSDC) at GSFC,
will be incorporated into the ECS as the basis for the directory function within the
IMS.

“Ya - hea hald
- O >
b4

t-eutside-the-SDPS-but-connected-to-it-viathe ESN-> <MOVED>

¢. A Communications and System Management Segment (CSMS) which provides overall
ECS management and operations of the ground system resources, provides facilities and
communications/networking services for an extensive science data communications
network, and manages the interfaces to NASA’s Space Network (SN) and Deep Space
Network (DSN), the Wallops tracking station, the EOS Communications (Ecom), the
Program Support Communications Network (PSCN), and other communications
networks. SN, DSN, and Wallops tracking station are accessed by CSMS via the
Ecom interfaces. The CSMS elements include:

1)

2)

21601AU93

System Management Center (SMC) - a system management service for EOSDIS
ground system resources.

EOSDIS Science Network (ESN) — a dedicated internal ECS communications
network and services providing, in combination with other institutional and public
networks, for the interconnection of the widely distributed EOSDIS facilities, IPs,
and EOS investigators at their ISTs or SCFs as required to support ECS operations;
and a separate network interface from the ECS to gateways provided by the NASA
Science Internet (NSI) to external science research networks in support of other
science communities’ access to the ECS.
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Figure 4-1. ECS Architecture
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Field Support Terminals (FSTs) — portable terminals which can be employed at field
investigation sites to provide access to one or more DAACs. The FST will provide access to
the IMS, allowing a field investigation team to search the EQOSDIS directories for data of
immediate interest, and to request data which could be delivered to the field location for
use by the field team. (FSTs are shown in Figure 4-1 outside the SDPS, but connected to it
via the ESN, and other Government supplied WAN circuits, institutional networks, and/or
dedicated links.)

Figure 4-1, ECS Architecture, depicts the ECS segments and elements, the external supporting
systems, their physical interconnections, and interfaces. There are other EOSDIS systems that
are themselves outside the scope of the ECS contract and which will be separately provided by
the Government. These are shown as unshaded boxes in Figure 4-1. Shaded areas in the IST,
EPDS, SCF, User, and FST boxes in Figure 4-1 represent ECS software toolkits that will reside
on compatible external hardware. The WAN and dedicated communications circuits for ESN
ECS site interconnection and the ESN interface with ISTs, EPDS, ADCs, and selected SCF's
will be provided by the Government.

There is one EOSDIS element that is to be provided by the spacecraft contractors, the spacecraft
simulators.

4.2 Major Functions

The major ECS system-level functions relate directly to the responsibilities assigned to each of
the ECS segments:

a.  Flight Operations Segment
- Mission control
- Mission planning and scheduling
- Instrument commanding
- Spacecraft commanding
- Mission operations
- Spacecraft and-instrument health & safety
- Instrument health & safety
- Spacecraft sustaining engineering analysis

b.  Science Data Processing Segment
- Data processing
- Data archive
- Data distribution
- Data information management
- User support for data information
- User support for data requests
- User support for data acquisition and processing requests
- User support for algorithm migration
- Data and results ingest

c. Communications and System Management Segment
- Distribution of EOS data and information to EOSDIS nodes
- Distribution of data among DAACs
- Interface with external networks
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- Network/communications management and services

- System configuration management

- System/site/elements processing assignment

- System performance, fault, and security management

- Accounting and billing

- Communication of data sets, models, and software

- Coordination of DAAC product generation and inter-DAAC data transfer
schedule

- Final resolution of production schedule conflicts

These functions pertaining to the ECS segments and elements are described in detail in Sections
6.0, 7.0, and 8.0, respectively.

4.3 ECS External Interfaces

ECS will utilize, where possible, the functionality and facilities of institutions and organizations
external to ECS. This external support includes such facilities and/or resources as the EOS
Project, the SN, the Earth Observing System (EOS) Data and Operations System (EDOS), the
Flight Dynamics Facility (FDF), EOS Communications (Ecom) capabilities, and other NASA
and NOAA institutional data management and storage facilities. The following paragraphs
discuss the supporting elements associated with the EOS project, institutional facilities,
networks, data centers, and the user community. Interfaces with these supporting elements are
illustrated in the Conceptual ECS System Context diagram, Figure 4-2.

4.3.1 EOS Project

Although the ECS is contained within the EOS project, certain elements of the EOS project are
considered to function as external interfaces to the ECS elements. These elements include the
EOS spacecraft, EDOS, Ecom, Version 0 the instrument payloads, and the EOS Investigator
Working Groups.

The EOS Project is developing a series of spacecraft. They will consist of a spacecraft core with
power, thermal control, communications and tracking, attitude control, and orbit maintenance
subsystems, data processing and storage, interfaces for forward and return link communications,
and the capability to support multiple research and prototype operational payloads. The ECS
FOS will interface with the EOS instruments through EDOS to support commanding,
monitoring, fault management, and control requirements.

EDOS, data handling, and data distribution capability being developed by NASA, will
provide data handling services for ECS. EDOS will also maintain a back-up archive of
Level 0 data, and provide copies of Level 0 data from the back-up archive to the ECS upon
request. The services to be provided by EDOS are:

» Data Delivery — Transfer of forward and return link data via the SN between
designated sources and destinations and handling of data returned via the SN from
the EOS spacecraft up through Level 0 data processing.

e Back-up Data Archival - Permanent storage of Level 0 data.
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» EDOS Operations Management - Provision of data, network, and system
management services for all of EDOS. It will provide a consistent interface to ECS
for data accounting, fault isolation, and configuration management. It will
coordinate the electronic exchange of information among the EDOS services.

Version 0, the initial version of EOSDIS will provide interoperability with ECS during the
early development phases and will provide data for full migration to ECS during later
versions.

The EOS Project has a supporting ground element for the series of EOS spacecraft, the spacecraft
simulators. This element is not part of the ECS, but supports development and operations of
EOS spacecraft.

4.3.2 Institutional Facilities

<MOVED to 4.3.1>

Earth Probe data, products, and metadata will be delivered to ECS via the Earth Probe Data
Systems.

In addition to EDOS, the FDF at GSFC will play a role in supporting ECS. The FDF provides
orbit, attitude, and navigation computational services in support of NASA flight projects. Pre-
launch services include mission design analysis, trajectory analysis, sensor analysis, and
operations planning. Operational support services include orbit and attitude determination,
anomaly resolution, maneuver planning and support, sensor calibration, post-delta velocity
analysis, and generation of planning and scheduling data products. In providing operational
support to the EOS spacecraft and the instruments, the FDF will interact directly with the EOC to
provide ephemeris predictions and post-maneuver verification of spacecraft parameters. It will
also support the DAACs to quality check the down-linked orbit/attitude and other ephemeris
data, provide repaired or refined orbit and attitude values as needed, and provide algorithms for
ephemeris data transformations, calibrations, and transformations.
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4.3.3 Networks

Networking and communications support for EOSDIS will be provided by the SN, Ecom, the
PSCN, and the NSI. Other institutional and commercial networks may be used also as links to
the ESN for general science community users.

The SN will be the primary data transport system for relaying data between EOS spacecraft and
the ground, and will provide communication resource scheduling support to ECS. The SN
consists of the Network Control Center (NCC) at GSFC and the Tracking and Data Relay
Satellite System (TDRSS), which includes the Tracking and Data Relay Satellites (TDRS), the
White Sands Ground Terminal (WSGT), and the Second TDRS Ground Terminal (STGT) also
located at White Sands. The two TDRS ground stations will be capable of supporting at least
four TDRSs. The WSGT already exists; the STGT is in the implementation phase. These
ground terminals will support TDRS services for multiple spacecraft, including EOS. The
ground terminals will have enough redundancy to meet the data-timeliness requirements. Their
wide-band communication ports will allow transfer of large data volumes to EDOS in real-time.
Collectively, the SN elements will provide the communications path between the spacecraft
Communications and Tracking (C&T) system and EDOS.

The DSN, the Ground Network (GN), and the Wallops tracking station will be used as a backup
to the SN, and are accessed by ECS via Ecom and EDOS.

The TDRSS provides forward link and return link services. EOS spacecraft will use an average
contact period of 30 minutes per orbit for high rate data, and data will be return linked to one of
the TDRS ground stations and forwarded directly to EDOS for further routing. Forward links
available for commanding include a 1 Kbps S-Band Multiple Access (MA SMA) link, a + 10
Kbps S-band Single Access (SSA) link, a 2 Kbps emergency operations link via S-Band DSN,

a100-KbpsKu-band-Single-Aceess{KSA)link, and a 125 bps SSA link (contingency). There
are also multiple return link services. These include: a 300 Mbps KSA link (combination-of I
and Q channels at 150 Mbps each) for science data; a 16 Kbps MA link for real-time
housekeeping data; 16 Kbps and 512 Kbps Single Access (SA) links for real-time housekeeping
data; and a 1 Kbps SA link for contingency purposes.

The NCC is the operations control center for all SN activities. The NCC provides operational
management of all elements of the SN and is responsible for all scheduling activities for TDRS,
the ground terminals, and interfaces to Ecom. The NCC implements operations execution
schedules, coordinates the scheduling for international relay, and performs link monitoring and
fault isolation functions.

Ecom includes the circuits, switching, and terminal facilities arranged in a global system to
provide operational telecommunications support for all EOS-related NASA projects. Ecom will
provide the data transport path from the EDOS elements to the DAACs, ICCs, and EOC. It
supports a variety of bandwidths and utilizes state-of-the-art communications methods, including
fiber optics and domestic communications satellites. Ecom also interfaces with other NASA,
government, and commercial networks.

The PSCN provides p.rogrammatic and administrative data communication services between
NASA Headquarters, NASA centers, and other users. The PSCN Control Center, located at
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Marshall Space Flight Center (MSFC), has overall responsibility for the scheduling, software
development, maintenance, and monitoring of the PSCN. PSCN circuits will be used for the
ESN backbone.

The NSI is a multi-discipline and multi-project network operated by the NASA Science Internet
Project Office at NASA’s Ames Research Center which provides data access and interchange
among a wide variety of NASA science disciplines. The NSI incorporates the NSN and the
Space Physics Analysis Network (SPAN). SPAN will be supportable upon upgrade to
DECnet Phase V. It will provide direct user access to services provided by EOSDIS, as well as
gateways to other networks that will be part of the EOSDIS communications interface.

A number of commercial networks are expected to provide user access to EOSDIS. This
connectivity may either be direct or via one of the government networks. International networks
also will provide connectivity to EOSDIS, either directly or via another network. One of the
major networks is the International Communications Network (ICN), which will provide
connectivity between the IPs and the NASA networks. Non-NASA government facilities are
expected to access EOSDIS through NSF and either ARPANET or MILNET and their
SuUCCessors.

4.3.4 Data Centers

In addition to the NASA data centers a number of institutional facilities will play a role in ECS
either by hosting SDPS elements as a DAAC or serving as an Affiliated Data Center (ADC).
ADCs will share data and results with DAACs. Other Data Centers (ODCs) will provide
EOSDIS with access to existing Earth science databases and correlative data. ECS will support
all NASA Earth Probe Data Centers (EPDSs) beginning in 1997, including all non-EOS Earth
science flight projects. ECS will archive and distribute these data. The primary data centers
supporting EOSDIS include:

DAACS:

a.  Goddard Space Flight Center (GSFC), Greenbelt, Maryland

b.  Earth Resources Observation System (EROS) Data Center (EDC), Sioux Falls,
South Dakota

c.  Jet Propulsion Laboratory (JPL), Pasadena, California

d. Langley Research Center (LaRC), Hampton, Virginia

e.  University of Colorado, National Snow and Ice Data Center (NSIDC), Boulder,
Colorado

f.  University of Alaska, Alaska Synthetic Aperture Radar (SAR) Facility (ASF),
Fairbanks, Alaska*

g.  Marshall Space Fight Center, Huntsville, Alabama

h.  Oak Ridge National Laboratory, Oak Ridge, Tennessee*

* These DAACs have no ECS-provided product generation capability.

ADCs:

a.  National Oceanic and Atmospheric Administration (NOAA). NOAA facilities may
include one or more of the following:
— National Climatic Data Center (NCDC)
—  Satellite Data Services Division (NCDC/SDSD)
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-~ National Geophysical Data Center (NGDC)
— National Oceanographic Data Center (NODC)
— National Environmental Satellite, Data, and Information Service (NESDIS)
Satellite Processing Center (Suitland)
—  University of Wisconsin, Madison, Wisconsin
b. Consortium for International Earth Science Information Network (CIESIN),
Michigan (designated as a Social-Economic Data and Applications Center)

EPDSs:

a.  Tropical Rainfall Measuring Mission (TRMM) Data Center
b.  Data centers for selected other missions following TRMM.
c.  Landsat data handling facility

4.4 System Data Flow

This section provides an overview of the flow of data in the ECS necessary to satisfy the EOS
mission objectives. A detailed discussion of the types of data processed by ECS, both that
flowing flow to external elements and that are used by the ECS elements, is presented later with
each of the element level discussions.

The operations and command data flowing between the FOS and EDOS supports the operation
of the EOS series of spacecraft and instruments. The FDF exchanges orbit and attitude (O/A)
information with the FOS.

The majority of the data that flows from external elements to ECS is the raw science data which
comes to the SDPS from EDOS. EDOS will process the data to Level 0 and deliver the data and
ancillary data to the SBPS DAACs. In addition, the ECS will receive data from the TRMM
mission data system, other EPDSs, and some ADCs and ODCs.

The data products generated in the SDPS are distributed to the participating data centers, the
science user community, and requesting non-EOS data centers. The SDPS also generates data
products, in a short time frame, which are sent to the FOS for evaluation. Requests for data
acquisitions, data processing, data products, data and product information, and analysis reports
and other EOS literature are sent to the SDPS from these same users and data centers.
Algorithms and processing and calibration software are also provided to the SDPS from the
participating investigator facilities. Users will provide research results, such as new derived data
sets, back to the SDPS.

The CSMS interfaces with all of the ECS segments to perform global system management,
communications/network management, monitoring, and control functions. Operations and
management data related to end-to-end fault management, configuration management,
performance management, and security management are shared between all segments.

4.5 Operational View

The ECS system provides the ground facilities and procedures to support and operate the EOS
mission. This includes planning and scheduling science instruments usage, generating command
sequences to be sent to the spacecraft instruments, processing production data (Level 0) from
EDOS to higher levels, and coordinating scheduling of product generation at the DAACs and
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data transfers between DAAC:s that support product generation. Data received include scientific
observations and measurements performed on board the spacecraft, instrument engineering and
other ancillary data used for instrument control and monitoring, and non-EOS data required to
perform scientific investigations. Data from foreign instruments flying on U.S. spacecraft will be
made available to the responsible foreign agencies. For a more detailed discussion regarding
ECS operations, refer to the ECS Operations Concept Document (DID 604/0P1).

ECS data processing functions are supported by a management system which provides functions
such as configuration control, billing and accounting, performance measurement and system
security. Although each of the ECS elements provides management for all its functions, a
System Management Center (SMC) provides overall system management guidelines, through
an LSM, to the system elements. The ESN , in combination with other institutional
networks, Government supplied dedicated links, the Internet, and other public networks,
provides support data communications to and from ECS elements and users.

This section provides a high level overview of these ECS operations, beginning with the receipt
of the Data Acquisition Request (DAR) from a user up to the archiving of the data product and
its subsequent delivery to the user. DARs can be submitted for special one-time data
acquisitions or as standing orders for routine processing and distribution of data.

Data acquisition begins with the submission by an authorized user of a DAR to the IMS, after
identifying a need for data not yet in the archive. The DAR contains information which
identifies the data needs of the user which, if known, may include instrument(s) to be used for
acquiring the data, observation time(s), geographic area(s), or a specific campaign. The IMS
provides tools for the user to enter the DAR and performs a high-level reasonability check on the
user’s input. Once the DAR is complete at the IMS level, the IMS sends the DAR to the EOC
appropriate ICC for further analysis and scheduling.

The ICC performs several functions, some of them in conjunction with the ISTs, which may be
located remotely or adjacent to the ICC. Among these functions are the monitoring of on-board
instrument health and safety, interactive planning and scheduling with the EOC, and instrument
command generation.

After receiving the DAR from the EOC IMS and analyzing it, the ICC translates the DAR into a
common scheduling request notation which specifies the instrument operations, spacecraft
power, data volume, and other spacecraft resources required. The scheduling notation retains the
flexibility of the original request and may specify observation times in general terms (e.g., twice
a month, three times within the next week, etc.).

After resolving any conflicts with other operations and DARs for its instrument, the ICC
integrates the DAR, an instrument resource profile, or if a baseline profile exists, an

instrument resource deviation list. inte-a-28-day-Shert Term-InstrumentPlan(STIP). Once a
week, the ICC sends this resource information its-current-STIP to the EOC.
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The EOC integrates all the-STIPs resource requirements received from the ICCs, incorporates
any planned spacecraft operations, and resolves high level spacecraft and inter-instrument
confhcts in order to determme the best avallable TDRSS contact times. and—pfeduees—a%&

te—the—NGG— The EOC submlts these tlmes in a request to the NCC where negotlatlons may
take place before the final contacts are settled upon. Approximately one week before the
target week (TW), the EOC sends the finalized TDRSS times to the ICCs in a preliminary
resource schedule.

One week before the active week, the ICC uses the current preliminary resource schedule
STOP and any late changes to generate an instrument activity list or instrument deviation list.
Instrament-Activity-Speeification-JAS): Although theJAS these activity lists are is in the
common flexible scheduling notation, it has sufficient details in it to be used for command
generation at the ICC.

The EOC receives and integrates the IASs instrument activities from the ICCs, combines them

with spacecraft operations and generates a Cenfliet-Free-Sehedule{CES) detailed activity
schedule which specifies exact times for spacecraft and instrument operations to occur.

If conflicts occur during this process, the EOC first attempts to resolve them automatically using
the flexibility of the scheduling notation and established priorities. Next, the EOC will
communicate with the ICCs to resolve conflicts. The project scientist or designated deputy will
make final decisions on science requests which can not be resolved by the ICCs. The Mission
Operations Manager (MOM) will make decisions regarding the health and safety of the
spacecraft.

Instrument commands necessary to carry out the €ES detailed activity schedule are requested
by the EOC from the respective ICCs. Upon receipt of the requested instrument commands from
the ICCs, the EOC checks and integrates them into the spacecraft command sequences. The
commands are then transmitted to the spacecraft for subsequent execution via the EDOS White
Sands facilities and the SN TDRSS.

After observation data are acquired aboard the spacecraft, they are combined with engineering
and other ancillary data and transmitted to the ground via TDRS. They are received at the White
Sands ground terminals, and EDOS performs production processing to produce a Level O product
at the Fairmont, West Virginia facility.

Quick-look science data are handled by the ground system in an expedited manner. The data (or
a subset thereof) may go directly from EDOS to an ICC as raw data packets or, the data may be
quick-look processed in both the EDOS and the PGS and then sent on to an ICC.

EDOS transmits production data from each of the instruments and spacecraft sensors to a

specifically designated DAAC. The-DAAChelds-the-received-data-temporarily-unti-the PGS-is
ready-to-process-them: Any external data required to generate the scientific product will be

requested-via-the IMS;-which-in-turn-will-arrange-to-have-them sent to the requesting DAAC.

This may include data or products from one or more other DAACs. When all the necessary
science, external, and ancillary data have been assembled, they are staged to the PGS for
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processing to a level specified in the requestor’s DAR. Although data may be processed up to
Level 4, all data will be processed to at least Level 1.

In addition to the science data, the PGS generates supporting data such as instrument observation
logs for generation of instrument mode histories and status summaries to be used for browse and
metadata. Additional data are produced for quality assurance (QA). After QA is complete, an
evaluation of data quality is entered into the corresponding metadata. If no QA has been
performed on the data, a corresponding flag in the metadata will indicate that fact to the user. All
data will be processed at least once, but the PGS will be capable of reprocessing data as new and
improved processing algorithms are developed.

The processed data, together with their corresponding metadata and other supporting data, are
stored in the DADS. Supporting data may, for instance, include the version of the algorithm
used to process the data, if there is more than one. The DADS will also store the algorithms
themselves, both the latest version, and at least the one prior to that.

The DADS, after receiving the data from the PGS, will routinely transmit data for which
standing requests exist to their respective investigators and specially requested data to the
original requestor. Transmission can be by electronic means, or by other media. The DADS will
also acquire, archive, and distribute Earth Probe data, including TRMM, Landsat-7, and data
from other sources such as ADCs.

The IMS is distributed and provides a point of contact from which all DADS-resident data can be
requested. It maintains a catalog of all processed data, and directories indicating where they are
stored. The catalog will also contain key metadata, allowing potential users to request those data
which will best serve their respective investigations. Users will also be able to browse the data
before actually ordering them. The browse data are not stored in the IMS, but can be requested
by it from the respective DADS for use by the investigators.

In addition to serving as the point of contact for investigators requesting data, the IMS also
performs other functions. It sends data requests to the EOC, its local PGS/DADS, and to other
DAAG:s, it orders data required for the production of scientific products from external sources,
and in general provides data production status information. It also provides the users accounting
information pertaining to data requests and usage by investigators. The IMS also provides a
linkage to information management functions in ADCs to allow users to search for data and
products available from ADCs.
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5. ECS System Wide Requirements

This section specifies the requirements which are allocated to the EOSDIS Core System (ECS) as
an end-to-end system. The system-wide operational, functional, and performance requirements

are specified.

The requirements specification for overall system-wide security, reliability,

maintainability, and availability (RMA), and ECS external interface elements are also included in

this section.

5.1 Operational Requirements

This section specifies the ECS system level operational requirements which describe how the
system is to work when built.

EOSD0010

EOSDO0015

EOSD0020

EOSDO0025
EOSD0030

EOSD0040

ECS shall use and support the Space Network (SN), via the Ecom interface, to
obtain the forward and return link data communications needed to achieve full
end-to-end ECS functionality.

ECS shall use and support the Deep Space Network (DSN), the Ground Network
(GN), and the Wallops tracking station, via the Ecom interface, as backup of the
SN, to obtain forward and return link data communications.

ECS shall use and support the Earth Observing System (EOS) Data and
Operations System (EDOS) to obtain the data capture, data archival, and data
distribution services needed to achieve full end-to-end ECS functionality.

ECS shall use Ecom for flight operations data transfers.

ECS shall provide permanent archiving of EOS and related non-EOS data and
products.

ECS shall provide users without prior approved accounts access to the system for
descriptive information about ECS and the types of data it contains.

DELETED -- EOSD1700 is a design level requirement and is modified by the addition of

APIs.

5.2 Functional Requirements

ECS system level functional requirements are provided in this section. These requirements
describe functions to be provided by all ECS elements.

EOSDO0500

21601AU93

ECS shall perform the following major functions:
EOS Mission Planning and Scheduling
EOS Mission Operations

Command and Control .
Communications and Networking

Data Input

S
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EOSD0502
EOSDO0510

EOSD0540

EOSDO0545
EOSDO0560

EOSDO0630

EOSDO0700

EOSDO0710

EOSD0720

EOSDO0730

EOSD0740

EOSDO0750

21601AU93

Data Processing

Data Storage

Data Distribution

Information Management
End-to-End Fault Management
System Management

P r o

ECS shall provide an integrated set of toolkits consisting of software tools for
each ECS element.

ECS shall be capable of being tested during all phases of its development and
flight operations.

ECS elements shall be expandable to facilitate updates in instrument data
products and algorithms, particularly with respect to storage capacity and
processing capability.

ECS shall be able to accommodate growth (e.g., capacity) in all of its functions
as well as the addition of new functions.

ECS benchmark tests and test data sets shall be defined for system verification
and data quality evaluation.

ECS shall be capable of simultaneously supporting the Independent Verification
and Validation (IV&V) activities and ECS development activities, both before
and after flight operations begin.

Each ECS element shall provide the following, to be used in the revalidation of
its functional performance:

a. Benchmark test(s)

b. Standard test data sets.

Each ECS element shall provide access to the following items used in the
checkout and verification process:

a. Stored test data sets

b. Stored test plans

¢. Stored test procedures.

Each ECS element shall be able to validate at any time during the life-time of the
ECS that the ECS element primary functional performance is consistent with pre-
defined operational benchmark tests.

Each ECS element shall be capable of verifying the fidelity of the ECS element
interface to:

a. Other ECS elements at any time during the lifetime of the ECS

b. Entities external to ECS at any time during the lifetime of the ECS

Each ECS element shall provide a set of real or simulated functional capabilities
for use in the following types of test:

a. Subsystem (components of an ECS element)

b. Element (fully integrated element)

¢. ECS System (Integration of ECS elements)

Each ECS element shall provide a set of real or simulated functions which
interfaces with both its ECS internal and external entities for use in the following
types of test:

5-2 101-216-SE1-001



EOSD0760

EOSDO0780
EOSDO0800

a. Subsystem (components of an ECS element)
b. Element (fully integrated element)
c. EOSDIS System (Integration of EOSDIS elements)

Each ECS element shall support end-to-end EOS system testing and fault
isolation.

Each ECS element shall be capable of being monitored during testing.

Each ECS element shall be capable of supporting end-to-end test and verification
activities of the EOS program including during the pre-launch, spacecraft
verification, and instrument verification phases.

5.3 Performance Requirements

Performance requirements are specified in this section. These requirements describe system
capacities, capabilities, and throughput.

EOSD1000

EOSD1010

EOSD1030

EOSD1040

EOSD1050

EOSD1060

EOSD1070

EOSD1080

EOSD1140

21601AU93

ECS elements shall contribute a loop delay of not greater than 2.5 seconds of the
total system delay of five (5) seconds for emergency real-time commands, not
including the time needed for command execution. The loop delay is measured
from the originator to the spacecraft/instrument and back and only applies when
a Tracking and Data Relay Satellite System (TDRSS) link is available for contact
to the spacecraft.

ECS shall support daily data volume, processing load, storage volume,
instrument support, and data traffic
as derivable from and specified in Appendix C and D.

ECS shall have the capacity to accept a daily average of five (5) per cent of the
daily data throughput as quick-look data for use in mission operations.

ECS shall provide sufficient capacity to permit the reprocessing of all EOS
science data at twice the incoming data rate at a minimum, concurrently with
processing of new data.

ECS shall generate and make available to the users Level 1 Standard Products
within 24 hours after the availability to ECS of all necessary input data sets.

ECS shall generate and make available to the users Level 2 Standard Products
within 24 hours after the availability to ECS of all necessary Level 1 and other
input data sets.

ECS shall generate and make available to the users Level 3 Standard Products
within 24 hours after the availability to ECS of all necessary Level 2 and other
input data sets.

ECS shall generate and make available to the users Level 4 Standard Products
within one week after the availability to ECS of all necessary Level 3 and other
input data sets.

ECS shall allocate 10% of development resources (the ECS Sustaining
Engineering Facility at GFSC), mcludmg processing, storage, and networks,
for the IV&V activity.
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5.4 External Interfaces

ECS external interfaces refer to the interfaces between the ECS elements and the various ECS
external support elements, i.e., the supporting elements provided by the EOS project, NASA
institutional facilities, cooperating institutions, the user community, and the International
Partners.

This section specifies the major system-level external interface requirements. ECS external
interfaces are discussed in the following subsections:

a.

5.4.1

EOS Project — The external elements included in this category consist of the EOS
spacecraft and instruments, the spacecraft simulators, and the Investigator Working
Group (IWG).

Network and NASA External elements — The external elements included in this category
consist of the NASA networks, NASA data systems and archives, the EDOS, the Flight
Dynamics Facility (FDF), the TDRSS, and Earth Probe Data Systems (EPDSs).

Cooperating Institutions — The external elements included in this category consist of a
number of non-NASA institutions such as NOAA.

The ECS user community — Users are the ECS participants, other Government agencies,
universities and other institutions, and commercial enterprises.

International Partners — The external elements included in this category consist of the
European Space Agency (ESA), the Space Technology Agency (STA) of Japan, and the
Canadian Space Agency (CSA).

EOS Project

Within the framework of applicable international agreements, the IWG will set overall mission
priorities and the Program and Project scientists will confirm these priorities.

EOSD1480 ECS shall receive from the resident EOS Project Scientist the IWG’s Long Term

Science Plan (LTSP) and updates as required.

EOSD1490 ECS elements shall interface with the resident EOS Project Scientist for

resolution of conflicts between observations of equal priority.

EOSD1500 ECS shall interface with the EOS spacecraft and with the EOS instruments in

order to perform mission operations, including planning, scheduling,
commanding, and monitoring functions.

EOSD1680 ECS elements shall receive simulated spacecraft and instrument telemetry and

spacecraft flight software loads from the EOS spacecraft simulators.

EOSD1690 ECS elements shall provide commands to the EOS spacecraft simulators.
EOSD1506 The ECS shall provide access to the VO system via Level 3 interoperability.
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5.4.2 Networks and NASA Elements

EOSD1502

EOSDI1505

EOSD1510

EOSD1520

EOSD1530
EOSD1600

EOSD1605

ECS elements shall use Ecom for data communications for the following types of

a. Production data sets (Level 0 data)
b. Quick-look production data sets

c. Real-time data (for health and safety)
d. Command data

e. Datarequested from back-up archive
f. TDRSS schedule requests

g. Data exchange with the FDF

ECS elements shall receive EOS spacecraft predicted orbit data and post pass
ephemeris determination data from the FDF.

ECS elements shall provide the FDF with subsets of spacecraft housekeeping
data related to the on-board attitude and orbit systems.

ECS elements shall receive TDRSS schedules from the Network Control Center
(NCCOC).

ECS elements shall submit TDRSS schedule requests to the NCC.

The ECS elements that interface with EDOS elements shall exchange element
level status data with EDOS.

ECS elements shall receive from EDOS telemetry data, including housekeeping,
engineering, ancillary, and science data from EOS instruments and spacecraft.

DELETED - EOSD1606 cannot be tested or verified, (not yet underway”), already

EOSD1607

EOSD1608

covered by EOSD1607 and EQOSD0545 taken in combination.

ECS shall receive data for archive and distribution from near-term Earth Probe

missions whese-data-systems-are-underdevelopment-(TRMM, Landsat-7).

ECS elements shall receive from EPDSs the following at a minimum:
Data products

Ancillary data

Calibration data

Correlative data

Metadata

Data information

Documentation

@ an o

5.4.3 Cooperating Institutions

EOSD1710 ECS elements shall exchange with cooperating institutions, such as NOAA and

21601AU93

other data processing and archiving facilities, information including the
following:

a. Directories

b. Product Orders
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¢. Order Status
d. Science Data

5.4.4 The ECS User Community

EOSD1720

EOSD1730

EOSD1740

EOSD1750

EOSD1760

ECS elements shall receive from the ECS user community the following types of
data requests at a minimum:

a. Data Acquisition Requests

b. Data Distribution Requests

c. Reprocessing Requests

ECS elements shall receive from the ECS user community Special Products,
research results, and new derived data sets produced from EOS data.

ECS elements shall send the following types of data at a minimum to the ECS
user community:

a. Metadata

b. Browse data

c. Science data

ECS elements shall receive data including the following types of supporting
information from the ECS science community (TLs, TMs, Pls, and Co-Is):
Algorithms

Software fixes

Instrument calibration data

Integration support requests

Metadata for Special Products archiving

Data transfer requests (inventories, directories, and browse)

Data Quality/Instrument assessment

Instrument operations information

Ancillary data

PR e a0 o

The ECS elements shall send the following types of data at a minimum to the
ECS science community (TLs, TMs, Pls, and Co-Is):

a. Software Problem Reports

b. Documentation

c. Metadata (copies of inventories)
d. Browse data

e. Archived data

f. Resource unit cost and invoices

5.4.5 International Partners

EOSD1770

21601AU93

ECS elements shall exchange the following types of data at a minimum with the
IPs:

Instrument command loads

Science data

Planning and scheduling data

Directories

Product Orders

Status data

e an o
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5.5 Security

This section contains ECS system-level security requirements applicable to all components of
ECS. Additional element-level security requirements may be found in the EOSDIS Science
Network (ESN) and System Management Center (SMC) sections of this specification.

The ECS system and elements shall will employ security measures and techniques for all
applicable security disciplines which are identified in the following documents. These
documents shall will provide the basis for the ECS security policy. Security documents
published by participating EOSDIS organizations (e.g., MSFC, LaRC, JPL) that implement the
policy in the following documents are also applicable.

a. National Computer Systems Laboratory (NCSL) Bulletin, Guidance to Federal Agencies
on the Use of Trusted Systems Technology, July 1990.

This bulletin contains the latest multi-user computer system security guidance from the
National Institute of Standards and Technology (NIST). The Computer Security Act of
1987 assigns NIST the responsibility for developing security standards and guidelines for
most Federal computer systems. NCSL recommends using the National Security Agency
(NSA) class C2 security criteria at a minimum for providing discretionary controlled
access protection for multi-user computer systems having integrity control requirements.
This guidance differs from the prior policy found in the National Telecommunications
and Information Systems Security Policy (NTISSP) Number 200. NTISSP Number 200
made C2 security mandatory by 1992. NCSL suggests using the C2 security criteria, but
does not say it is mandatory. Additional guidance is expected in the future.

b. NMI 2410.7A, Assuring the Security and Integrity of NASA Automated Information
Resources, July 8, 1988.

This instruction establishes policy and responsibilities for ensuring appropriate levels of
security and integrity for NASA automated information processing installations, systems,
data, and related resources. It constitutes the NASA Automated Information Security
(AIS) Program. It in turn references several “Authority” documents including public
laws, executive orders, National Security Decision Directives, OMB Circulars, Federal
Regulations, and the NTISSP Number 200 — Access Control Protection.

¢. NHB 2410.9, Automated Information Security, Volume I, September 1990.

This document presents the overall NASA AIS Program, all policies, and all AIS
requirements for all automated information, except information which has been
determined to be classified for national defense reasons. It presents NASA’s method for
categorizing information and for determining related sensitivity levels for Automated
Information Systems.

d. NHB 2410.1D (as amended) Chapter 3, Privacy and Security for Automated Information
Processing Resources, April 1985.

This document establishes the guidelines and requirements for a NASA Computer
Security Program. It identifies the personnel, management, operations, data, and
computer systems requirements for NASA programs.
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e. NMI 8610.22, National Resource Protection (NRP) Program, December 5, 1989.

This document, with Annex A, NRP System Security Standard, and Consolidated
Resource Listing dated October 4, 1990, establishes the NRP requirements for the ECS.

EOSDI1990 The ECS system and elements shall employ security measures and techniques for
all applicable security disciplines which are identified in the preceding
documents. These documents shall provide the basis for the ECS security policy.

5.5.1 Technical Security

Technical security embodies requirements for security management, administrative controls, and
access control to computer systems hardware, software, and data.

EOSD2100 The ECS technical security policy planning shall be comprehensive and shall
cover at least the following areas:

Applicability of the C2 Level of Trustedness as defined by the NSA

Applicability of the C2 Object Reuse capability

Discretionary control and monitoring of user access

ECS communications, network access, control, and monitoring

Computer system “virus” monitoring, detection, and remedy

Data protection controls

Account/privilege management and user session tailoring

Restart/recovery

Security audit trail generation

Security analysis and reporting

Risk analysis

F T 0 a0 O

EOSD2200 Selection criteria meeting overall ECS security policies and system requirements
shall be applied when selecting hardware.

5.5.2 Security Requirements

This section specifies the overall ECS security requirements applicable to all ECS elements. The
SMC will have primary responsibility for ECS security management services. In the following
requirements, security controlled data are those that have limited access and security protection
constraints based on the user authorization level.

EOSD2400 ECS shall provide multiple categories of data protection based on the sensitivity
levels of ECS data, as defined in NHB 2410.9.

EOSD2430 Data base access and manipulation shall accommodate filtering control of user
access and update of ECS-sensitive-information security controlled data.

EOSD2440 Data base integrity including prevention of data loss and corruption shall be
maintained.

DELETED - EOSD2480 is design specific.

EOSD2510 'ECS elements shall maintain an audit trail of:
a. All accesses to the element security controlled data
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b. Users/processes/elements requesting access to element security controlled
data

c. Data access/manipulation operations performed on security controlled
data

d. Date and time of access to security controlled data

e. Unsuccessful access attempt to the element security controlled data by
unauthorized users/elements/processes

f. Detected computer system viruses and worms

g. Actions taken to contain or destroy a virus

EOSD2550 The ECS elements shall limit use of master passwords or use of a single

password for large organizations requiring-aceess-to-a-mix-of-security-controlled
and-nen-sensitive-data.

EOSD2620 ECS elements shall disconnect a user/element after a predetermined number of
unsuccessful attempts to access data.

EOSD2640 ECS elements shall relinquish a connection between the element and a user when
the user has not been active for a selectable-fixed configurable period of time.

EOSD2650 ECS elements shall report detected security violations to the SMC.

EOSD2660 ECS elements shall at all times maintain and comply with the security directives
issued by the SMC.

EOSD2710 ECS elements shall report all detected computer viruses and actions taken to the
SMC.

5.5.3 Contingency Requirements

EOSD2990 The ECS elements shall support the recovery from a system failure due to a loss
in the integrity of the ECS data or a catastrophic violation of the security system.

EOSD3000 The ECS operating-systerand-associated-seeurity-capabilities shall provide for

security safeguards to cover unscheduled system shutdown (aborts) and
subsequent restarts, as well as for scheduled system shutdown and operational
startup.

EOSD3200 A minimum of one backup which is maintained in a separate physical location
(i.e., different building) shall be maintained for ECS software and key data items
(including security audit trails and logs).

EOSD3220 All media shall be handled with-eare and stored in protected areas with adeguate
environmental and accounting procedures applied.

5.6 Reliability, Maintainability, Availability

This section specifies the system-level reliability, maintainability, and availability (RMA)
requirements for the ECS. The specific RMA requirements stated here are in addition to the
overall RMA and other performance assurance requirements of GSFC 420-05-03.
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5.6.1 Reliability

EOSD3490 Reliability statistics for ECS shall be collected and monitored using the Mean
Time Between Maintenance (MTBM) for each component and operational
capability.

EOSD3492 RMA data shall be maintained in a repository accessible for logistics
analysis and other purposes.

Mean Time Between Preventive Maintenance (MTBPM) and Mean Time Between Corrective
Maintenance (MTBCM) each contribute to the calculation of MTBM.

Failures are defined as those hardware and software malfunctions which result in interruptions in

EOSD3495 Interruptions in service resulting from external factors beyond the control
of ECS, such as Ecom circuit failures, shall not be considered failures unless
ECS equipment or software contribute to the interruption.

EOSD3500 The ECS RMA Program shall adhere to GSFC 420-05-03, Performance
Assurance Requirements for the EOSDIS.

EOSD3510 Reliability predictions shall be calculated in accordance with the parts stress
count analysis method, appendix A, of MIL-HDBK-217EF, Reliability
Prediction of Electronic Equipment.

5.6.2 Maintainability

Mean Time To Repair (MTTR) shall-inelude includes corrective maintenance time but not
logistics and administrative delays inherent in the ECS maintenance process. Logistics delays
include the time required to provide replacement units at the failure location (replacement units
shall will be presumed to be available on-site). Administrative delays shall will include the time
required for maintenance personnel and test equipment to arrive at the failure location.
number-of failures: Corrective maintenance shall inelude includes the time required for
troubleshooting, fault localization, removal and replacement of failed line replaceable units
(LRU), adjustment/recalibration of repaired equipment, and verification that the specified
performance requirements are met.

Mean Down Time (MDT) includes Preventive Maintenance (PM) down time and MTTR plus all
delays which prevent the system from returning to an available state, including active repair time,
administrative delays, and logistics delays. MDT for ECS components may actually be
switchover time to a backup component rather than the time to get the downed component
running again. If the MDT for an ECS component is sufficiently small, then a backup capability
is required to satisfy the MDT requirement. In such cases the actual down time of a component
is of secondary importance when compared to providing a backup capability that can take over
for the downed component in the MDT timeframe. In such cases the measured down time of the
downed component is the actual switchover time. Of course the downed component must be
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made available again in a timely fashion to guard against a second failure, in order to satisfy the
availability requirement for the component.

EOSD3600 Maintainability shall be predicted in accordance with MIL-HDBK-472,
Maintainability Prediction, Procedure II.

EOSD3610 The Maintainability Status Report shall be based on MIL-STD-470A,
Maintainability Program for Systems and Equipment, Task 104 and shall include
any changes in the MFBE MTBM predictions.

EOSD3615 The Maintainability Status Report shall also include data on items specified for
maintainability reporting in GSFC 420-05-03.

EOSD3620 ECS shall predict and periodically assess maintainability by measuring the actual
MDT and comparing to the required MDT.

EOSD3625 For ECS functions with a backup capability, ECS shall use switchover time to
the backup capability in measuring maintainability, rather than down time, when
the component goes down.

EOSD3630 The maximum down time shall not exceed twice the required MDT in 99 percent
of failure occurrences.

5.6.3 Operational Availability

Operational availability is defined as the fraction of time an operational capability is ready for
use when needed, over the entire life cycle of the equipment. Operational availability for ECS,
Ao, 1s defined as follows:

MTBM
MTBM + MDT

Ao =

5.6.4 ECS System-level RMA

EOSD3700 ECS functions shall have an operational availability of 0.96 at a minimum (.998
design goal) and an MDT of four (4) hours or less (1.5 hour design goal), unless
otherwise specified.

The above requirement covers equipment including:

a. “Non-critical” equipment configured with the critical equipment supporting the functional
capabilities in the requirements

b. Equipment providing other functionality not explicitly stated in the RMA requirements
that follow.

The RMA requirements in the remainder of this section pertain to equipment required to support
the functional capabilities stated in the requirements.

5.6.4.1 Flight Operations Segment (FOS) RMA

EOSD3800 The FOS shall have an operational availability of 0.9998 at a minimum (.99997
design goal) and an MDT of one (1) minute or less (0.5 minute design goal) for
critical real-time functions that support:
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EOSD3710

EOSD3810

EOSD3820

Launch

Early orbit checkout

Disposal

Orbit adjustment

Anomaly investigation

Recovery from safe mode

Routine real-time commanding and associated monitoring for spacecraft
and instrument health and safety

e Ao o

The ECS shall have no single point of failure for functions associated with real-
time operations of the spacecraft and instruments.

The FOS shall have an operational availability of 0.99925 at a minimum (.99997
design goal) and an MDT of five (5) minutes or less (0.5 minute design goal) for
non-critical real-time functions.

The FOS shall have an operational availability of 0.992 at a minimum (.99997
design goal) and an MDT of one (1) hour or less (0.5 minute design goal) for
functions associated with Targets Of Opportunity (TOOs).

5.6.4.2 Science Data Processing Segment (SDPS) RMA

The RMA requirements for the product generation function refer to a failsoft environment. In a
failsoft environment the product generation function continues in degraded mode when a product
generation computer fails since the remaining computers continue to produce products.

EOSD3900

EOSD3910

EOSD3920

EOSD3930

EOSD3940

EOSD3950

EOSD3960

21601AU93

The SDPS function of receiving science data shall have an operational
availability of 0.999 at a minimum (.99995 design goal) and an MDT of two (2)
hours or less (8 minutes design goal).

The switchover time from the primary science data receipt capability to a backup
capability shall be 15 minutes or less (10 minutes design goal).

The SDPS function of archiving and distributing data shall have an operati.onal
availability of 0.98 at a minimum (.999999 design goal) and an MDT of two (2)
hours or less (9 minutes design goal).

The user interfaces to Information Management System (IMS) services at
individual Distributed Active Archive Center (DAAC) sites shall have an
operational availability of 0.993 at a minimum (.9997 design goal) and an MDT
of two (2) hours or less (1.6 hour design goal).

The SDPS function of Information Searches on the ECS Directory shall have an
operational availability of 0.993 at a minimum (.9997 design goal) and an MDT
of two (2) hours or less (1.4 hour design goal).

The SDPS function of Data Acquisition Request (DAR) Submittal including
TOOs shall have an operational availability of 0.993 at a minimum (.999999
design goal) and an MDT of two (2) hours or less (6 minutes design goal).

The SDPS function of Metadata Ingest and Update shall have an operational
availability of 0.96 at a minimum (.999999 design goal) and an MDT of four (4)
hours or less (6 minutes design goal).
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EOSD3970
EOSD3980
EOSD399Q
EOSD4000

EOSD4010

EOSD4020

The SDPS function of Information Searches on Local Holdings shall have an
operational availability of 0.96 at a minimum (.999999 design goal) and an MDT
of four (4) hours or less (6 minutes design goal).

The SDPS function of Local Data Order Submission shall have an operational
availability of 0.96 at a minimum (.999999 design goal) and an MDT of four (4)
hours or less (6 minutes design goal).

The SDPS function of Data Order Submission Across DAACs shall have an
operational availability of 0.96 at a minimum (.999999 design goal) and an MDT
of four (4) hours or less (6 minutes design goal).

The SDPS function of IMS Data Base Management and Maintenance Interface
shall have an operational availability of 0.96 at a minimum (.999999 design goal)
and an MDT of four (4) hours or less (6 minutes design goal).

Each computer providing product generation shall have an operational
availability of 0.95 at a minimum (.9995 design goal).

At each DAAC site, the product generation functional capabilities shall be spread
across multiple product generation computers thereby providing a “failsoft”
environment.

5.6.4.3 Communications and System Management Segment (CSMS) RMA

The SMC RMA requirements have been divided into two categories, critical and non-critical.
Critical services are those necessary to ensure the SMC can operate on a 24 hour per day basis
and those necessary for interactions with the ECS elements to maintain the ECS mission. These
critical services include the resource management of the configuration management service, the
performance management service, the fault management service, the security management
service, and directory services. Non-critical services include the scheduling service and all
functions of configuration management except the resource management service,
accounting/accountability service, and report generation service.

EOSD4030

EOSD4035

EOSD4036

The SMC function of gathering and disseminating system management
information shall have an operational availability of .998 at 2 minimum (.999998
design goal) and an MDT of 20 minutes or less (5 minutes design goal), for
critical services.

The ESN shall have no single point of failure for functions associated with
network databases and configuration data.

The ESN operational availability shall be consistent with the specified
operational availability of the ECS functions.

5.6.5 Fault Detection and Isolation Requirements

EOSD4100

21601AU93

The ECS segments, elements, and components shall include the on-line
(operational mode) and off-line (test mode) fault detection and isolation
capabilities required to achieve the specified operational availability
requirements.
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6. Flight Operations Segment (FOS)

6.1 Overview

The Flight Operations Segment (FOS) is responsible for EOS mission operations, including the
planning, scheduling, commanding, and monitoring of U.S. spacecraft and U.S. EOS instruments
onboard the U.S. and International Partner (IP) series of spacecraft. The portion of the FOS that
is implemented by the ECS contract is limited to the operation of the EOS spacecraft and
instruments that are controlled from GSFC as listed in Table D-1. The remainder of this section
addresses only the ECS subset of the FOS. The design of the FOS should not preclude the FOS
architecture from being expanded to accommodate future EOS spacecraft and instruments; it
should have the hooks to anticipate future mission support.

The FOS is composed of the EOS Operations Center (EOC), Instrument Control Centers (1CCs)
located at GSFC, and Instrument Support Terminals (ISTs) associated with the GSFC ICCs.

The EOC is the EOS mission control center, and as such, it is responsible for the high-level
monitoring and control of EOS mission operations. The EOC will coordinate the operation of all
instruments onboard the first U.S. spacecraft. The EOC is responsible for coordinating multi-
instrument, multi-organization observations, and will resolve any scheduling conflicts that exist
between the instruments/organizations. When necessary, the Project Scientist or his designee,
who is resident at the EOC, will provide the final science conflict resolution. However, the EOC
Operations Manager will have ultimate authority in decisions regarding spacecraft and
instrument health and safety. The EOC will generate a Conflict-Free-Schedule(CES) detailed
activity schedule for the spacecraft, based on observation requests received from each of the
ICCs and information received from the Network Control Center (NCC) and the Flight
Dynamics Facility (FDF). It will merge instrument command data received from each of the
ICCs, and perform high-level validation to ensure that no resources or other constraints have
been exceeded. The EOC will then forward the instrument command data together with the
spacecraft command data to the Earth Observing System (EOS) Data Operations System
(EDOS) for actual uplink to the spacecraft. It will maintain spacecraft and instrument health and
safety, monitor spacecraft performance, perform spacecraft sustaining engineering analysis,
perform high-level monitoring of the mission performance of the instruments, and provide
periodic reports to document the operations of the spacecraft/instruments.

ICCs are responsible for planning, scheduling, commanding, and monitoring the operations of
instruments. Each will work with the EOC in planning and scheduling the use of spacecraft
resources to support the desired operation of its instrument based on internal observation requests
and those received from the general science community. ICCs will generate the instrument
command data necessary to implement the desired schedule. They will also perform around-the-
clock health and safety monitoring for their instrument.

ISTs provide interfaces between the Principal Investigators (Pls)/Team Leaders (TLs) and the
ICCs. An IST provides access to the ICC functions for those individuals who are not physically
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located at the ICC. It enables PIs and TLs to participate in the planning, scheduling,
commanding, and monitoring of their instruments. The IST is capable of performing a subset of
the functions available at the ICC. These functions are available through a terminal or
workstation at the PI/TL and/or other designated sites.

The following assumptions are made regarding the functionality required of the FOS elements:

The interface between the FOS and IPs shal will be defined in a Memorandum of

Agreement. For the purpose of this document, the following specific assumption is made:

» For IP instruments on the U.S. spacecraft, the IPs will have an element (IP ICC) that is
functionally equivalent to the ICCs for U.S. instruments on the U.S. spacecraft. The U.S.
EOC can expect to interface with the IP ICCs in a manner that is similar to the interface
between the U.S. EOC and U.S. ICCs.

6.2 FOS Architecture

The FOS is composed of two elements, the EOC and the ICCs. These elements, together with
the ISTs, which are subelements of the ICC elements, interact functionally to plan, schedule,
command, and monitor the operation of the EOS instruments and the spacecraft.

The FOS interfaces with EDOS. EDOS is an institutional capability being developed by the
EOS Program to provide a set of functions for data handling, data processing, and data
distribution services. The FOS will forward all spacecraft and instrument command data to
EDOS for uplink. EDOS will provide spacecraft housekeeping data, instrument engineering
data, and selected science quick-look data in CCSDS packets to the FOS for use in spacecraft
and instrument health and safety monitoring.

The FOS interfaces with the spacecraft simulators to support simulated spacecraft operations.

The FOS interfaces with the IPs, who are also participants in the EOS program. The FOS ‘will
support the operation of IP instruments flying on the spacecraft. Memoranda of Agreement exist
that detail each agency’s participation in these activities. For the purpose of this document, it is
assumed that the IPs will have elements that are functionally equivalent to the ICC.

The FOS interfaces with several ECS elements. The interface with the Systems Management
Center (SMC) provides system status information used by the SMC in maintaining overall status
of the ECS, and provides selected input to the reports prepared by the SMC. The SMC also
provides IWG plans and guidelines to the FOS elements through this interface. The interface
with the Science Data Processing Segment (SDPS) provides new data acquisition requests to the
FOS, as well as processed science quick-look data for instrument health and safety monitoring.
The FOS in turn provides plans and schedules to the SDPS for planning purposes and provides
historical data to the SDPS for archiving.

The FOS uses Ecom to communicate with non-ECS elements (e.g., EDOS) and ESN to
communicate with other ECS elements. Internal to the FOS, the EOC and the ICC interface to
each other using Ecom and the ISTs are connected to the ICC via the ESN.

The following sections describe the FOS architecture in more detail.
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6.2.1 Context View

The interfaces between the FOS and the major systems and elements external to it are reflected in
the Conceptual FOS Context Diagram in Figure 6:2-3-1 6-1. These interfaces, and the data being
exchanged between them, are explained briefly in the following paragraphs.

The FOS coordinates the planning and scheduling of spacecraft system operations and EOS
instrument operations within the resource constraints of the spacecraft. Once a CFS detailed
activity schedule has been generated, the FOS provides validated spacecraft and instrument
command data in CCSDS transfer frames to EDOS for uplink to the spacecraft.

The FOS interfaces with EDOS to receive CCSDS packets containing spacecraft housekeeping
and instrument engineering data as well as quick-look science data. The data received from
EDOS arrives in a real-time or expedited manner with minimum processing occurring on the data
before its receipt by the FOS.

The FOS interfaces with IP ICCs to coordinate the operation of IP instruments on the U.S.
spacecraft. The FOS provides resource constraints to the IP ICCs and coordinates the planning
and scheduling of IP instruments. Once the FOS has generated a CFS detailed activity schedule
for the U.S. spacecraft, it will receive validated instrument command data from the IP ICCs. The
FOS will provide general spacecraft status information to the IP ICCs, and the IP ICCs will
provide general instrument status information to the FOS.

The FOS interfaces with the spacecraft simulators to accept spacecraft software memory loads
and to conduct simulated operations.

The FOS interfaces with the SDPS to receive data acquisition requests (DARs) for future
observations that are used in planning and scheduling instrument operations on the spacecraft.
The FOS maintains the status of each request, and provides status to the SDPS upon request.
The FOS provides planning and scheduling information to the SDPS for use with data processing
elements. The FOS also provides historical information, reports, and status information to the
SDPS for archiving. When desired by an ICC, the SDPS can provide processed science quick-
look data to the appropriate ICC on an expedited basis for instrument monitoring.

The FOS interfaces with the FDF to exchange orbit and attitude information for controlling the
spacecraft and instruments.

The FOS interfaces with the Network Control Center (NCC) to request Tracking and Data Relay
Satellite System (TDRSS) services and to obtain the actual TDRSS schedules in return.

Finally, the FOS interfaces with the SMC to exchange information used by the SMC in
maintaining and reporting on the current status of the ECS ground system. The SMC also
provides IWG information to the FOS, including science policy, guidelines, and priorities for use
by the FOS in planning and scheduling instrument observations.

6.2.2 Physical View

The physical architecture of the FOS segment is as follows:

The FOS will be located at Goddard Space Flight Center (GSFC) in Greenbelt, Maryland.
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£aeﬂﬁy— The de81gn of the FOS shall will not preclude the existence of addmonal }GFs ICCs

It is planned that there will be one IST per instrument, with the locations of each IST at the P/TL
site. However, the design of the FOS shal will not preclude the provision of additional ISTs if
desired by a PI/TL to accommodate Co-Investigators and Team Members, who may be at
geographically separate locations, but are required to support the operations of the instrument.
The capabilities available at the IST will be provided as a software toolkit that can run at a user-
provided terminal or workstation.

6.3 Operational View

The following paragraphs briefly describe the operations of the FOS and the interoperability
between the FOS elements.

The FOS is responsible for operating the U.S. spacecraft and U.S. EOS instruments, including
planning, scheduling, commanding, and monitoring of the spacecraft and the U.S. instruments
and coordination of all instrument operations onboard the U.S. spacecraft. These functions
occur simultaneously at any given time. For example, today, a plan may be generated for next
month while a schedule is generated for this week and commands are generated for tomorrow
and monitoring is performed for operations occurring today.

The planning function requires input from various external sources and results in specific actions
by the FOS elements. The IWG meets periodically and provides policy, guidelines, and
priorities to be used by EOSDIS in operating EOS instruments and processing acquired data.
This information is made available by the SMC to the EOC and ICCs. This information is used

by the EOC and ICCs in formulatmg futurc plans Edvefy-week—the—FOS—genemteHﬂ—eper-aaens

mel-udmg The plans and schedules contain mstrument collectlon reqmrements, mstrument
support activities and spacecraft subsystem operations, in addition to Data Acquisition
Requests (DARs) submitted by science users. These requests may be from PIs/TLs or the
science community in general. All DARs are submitted through the IMS and forwarded to the

EOC ICC for analysis and inclusion in future plans. The-EOC-forwards-these-requests—to-the
16 JCC for final-analvsis.

Every week, the ICC will generate a Short—FermInstrument Plan(STIP) an instrument

resource profile or an instrument resource activity deviation list covering the operation of its
instrument for the-next28-days a target week. The ICC will generate the SFIP resource
requests based on IWG guidelines, accepted DARs, collection requests, and Instrument-Support
Activity Requests—ISARs) instrument support activities identified by the instrument
operations team and other planning information that may be available from the EOC. It will
forward the STHP instrument resource profile or instrument resource deviation list to the
EOC, which integra i: rto-a-She

the—spacecraft mcorporates it mto the preliminary resource schedule for the overall
spacecraft and instruments. The EOC will iterate with the ICCs as necessary to resolve any

conflicts. The-EOC-provides-the-STOP-to-the SMC-and-IMS.
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Every day, the FOS will generate a Conflict-Free-Schedule(CES) detailed activity schedule that
covers the next 7 several operatlonal days The ICCs wﬂl generate—l-ns&u—mea{—Ae&w%y

(—’FGGS—)}—w-kneh—ﬁ—wﬂi—femafd—te—the—EQG mstrument actmty llsts or mstrument actmty

deviation lists based on the preliminary resource model. The EOC will integrate the FASs
instrument activity lists or instrument activity deviation lists from each of the ICCs into a
CES detailed activity schedule, incorporating the spacecraft subsystem activities and resolving
any conflicts that exist between the planned instrument operations. The Project Scientist or
designee, who is resident at the EOC, will be the final authority for resolving all science
conflicts. The EOC provides the €FS detailed activity schedule to the ICC, SMC, and IMS.

Upon receipt of a €ES detailed activity schedule from the EOC, the ICCs will generate and
validate the instrument commands necessary to support the schedule. The ICCs will forward the
commands to the EOC, where they will be integrated with the commands for the other
instruments and for the spacecraft. The EOC will generate the commands for the spacecraft
subsystems. The EOC will perform high-level validation to ensure that no resources or other
constraints have been exceeded, and will forward the commands to EDOS for uplink.

The EOC will receive communication status from EDOS, which it will forward to the ICCs to
support instrument operations. The EOC will also generate general spacecraft status information
for high-level monitoring of spacecraft. The ICCs will receive spacecraft and instrument
engineering data and selected science quick-look data from EDOS. An ICC can also receive
certain science quick-look data processed by the SDPS.

The ICCs are responsible fo